# EF4822 Financial Econometrics Problem Set 2

Please submit in groups and write out the names of each groupmate. If R programming is used, please attach the R commands. The data files needed in this problem set are uploaded into the same Canvas folder as this file.

Note on online submission: Any file format is accepted as long as it is clear to read. PDF and Word file format are preferred. You could scan, take photos, or type.

1. Suppose that the simple return of a monthly bond index follows the model

*rt* = 0*.*02 + *at* + 0*.*2*at*−2*,*

where *at* is a white noise series with mean zero and standard deviation *σa* = 0*.*025. What are the mean and variance of the return series *rt*? Compute the lag-1 and lag-2 autocorrelations of *rt*. Assume that *a*100 = 0*.*01 and *a*99 = −0*.*02. Compute the 1-step-ahead and 2-stepahead forecasts of the return series at the forecast origin *t* = 100. Compute the associated forecast errors and the standard deviations of the forecast errors.

1. Suppose that the daily log return of a security follows the model

*rt* = 0*.*01 + 0*.*2*rt*−2 + *at,*

where *at* is a white noise series with mean zero and variance ![](data:image/png;base64,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)02. What are the mean and variance of the return series *rt*? Compute the lag-1 and lag-2 autocorrelations of *rt*. Assume that *r*100 = −0*.*01, and *r*99 = 0*.*02. Compute the 1-step-ahead and 2-step-ahead forecasts of the return series at the forecast origin *t* = 100. Compute the associated forecast errors and the standard deviations of the forecast errors.

data("m.deciles08")

#This tells you that the data series is in a time series format

is.ts(m.deciles08)

## [1] FALSE

#We change the data to time series format

#STEP 2:

# Now that we know that the data is time series we should do some data exploration. Functions print() and summary() are used to get the overview of the data. The start() and end() functions return the time index of the first and last observations, respectively. The time() function calculates a vector of time indices, with one element for each time index on which the series was observed. Finally, the frequency() function returns the number of observations per unit time.

#This will give us the structure of our data

print(m.deciles08)

summary(m.deciles08)

## Min. 1st Qu. Median Mean 3rd Qu. Max.

## 104.0 180.0 265.5 280.3 360.5 622.0

#Starting index, end index

start(m.deciles08)

## [1] 1949 1

end(m.deciles08)

time(m.deciles08)

frequency(m.deciles08)

#Step 3:

# It is essential to analyze the trends prior to building any kind of time series model. The details we are interested in pertains to any kind of trend, seasonality or random behaviour in the series. what better way to do so than visualize the Time Series.

#This will plot the time series

ts.plot(AirPassengers, xlab="v1", ylab="V3", main="Monthly totals of international airline passengers, 1949-1960")

# This will fit in a line

abline(reg=lm(m.deciles08~time(m.deciles08)))

#Auto correlation matrixx

acf(m.deciles08)

#Fit the AR model to the dataset

AR <- arima(m.deciles08, order = c(0,1,0))

print(AR)

#Plotting the AR model

ts.plot(m.deciles08)

#Fitting the model

AR\_fit <- m.deciles08 - residuals(AR)

points(AR\_fit, type = "l", col = 2, lty = 2)

#Using predict() to make a 1-step forecast

predict\_AR <- predict(AR)

#Obtaining the 1-step forecast using $pred[1]

predict\_AR$pred[1]

#ALternatively Using predict to make 1-step through 10-step forecasts

predict(AR, n.ahead = 10)

#plotting the data series plus the forecast and 95% prediction intervals

ts.plot(m.deciles08, xlim = c(1949, 1961))

AR\_forecast <- predict(AR, n.ahead = 10)$pred

AR\_forecast\_se <- predict(AR, n.ahead = 10)$se

points(AR\_forecast, type = "l", col = 2)

points(AR\_forecast - 2\*AR\_forecast\_se, type = "l", col = 2, lty = 2)

points(AR\_forecast + 2\*AR\_forecast\_se, type = "l", col = 2, lty = 2)

#Fitting the MA model to the dataset

MA <- arima(m.deciles08, order = c(0,0,1))

print(MA)

#plotting the series along with the MA fitted values

ts.plot(m.deciles08)

MA\_fit <- m.deciles08 - resid(MA)

points(MA\_fit, type = "l", col = 2, lty = 2)

#Making a 1-step forecast based on MA

predict\_MA <- predict(MA)

#Obtaining the 1-step forecast using $pred[1]

predict\_MA$pred[1]

#Alternately Making a 1-step through 10-step forecast based on MA

predict(MA,n.ahead=10)

#Plotting the m.deciles08 series plus the forecast and 95% prediction intervals

ts.plot(m.deciles08, xlim = c(1949, 1961))

MA\_forecasts <- predict(MA, n.ahead = 10)$pred

MA\_forecast\_se <- predict(MA, n.ahead = 10)$se

points(MA\_forecasts, type = "l", col = 2)

points(MA\_forecasts - 2\*MA\_forecast\_se, type = "l", col = 2, lty = 2)

points(MA\_forecasts + 2\*MA\_forecast\_se, type = "l", col = 2, lty = 2)

#Choosing AR or MA: Exploiting ACF plots

# Find correlation between AR\_fit and MA\_fit

cor(AR\_fit, MA\_fit)

# Find AIC of AR

AIC(AR)

# Find AIC of MA

AIC(MA)

# Find BIC of AR

BIC(AR)

# Find BIC of MA

BIC(MA)